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Abstract. In public goods game individuals contribute in favor of a coam
benefit. However this attracts free-riders, who profit thedfés generated by
the group regardless their contribution decision. Althbugne would expect a
cooperation collapse within a rational society, what is eh&d, in fact, is the
emergence of cooperation. In the present work we not onlyegddnechanisms
such as punishment, signaling, and gossiping, but also agdtation-based
decision-making to the process. We show that the dynamipsitdic goods
game changes with the inclusion of the latter mechanismcifsgadly, a de-
crease in the average wealth and contribution is observedbse agents tend
to be more selective. This holds a similarity with real-wdosltuations: Human
beings do act based on reputation about their partners.

1. Introduction

In the last years the evolution of cooperation has been alyvgtadied topic in mani-
fold disciplines, such as biology, economy and computesrs, just to mention some.
What intrigues researchers of this field is how cooperasomaintained in such a com-
petitive world. Through both theoretical and experimentaéstigation, researchers aim
to answer questions like why do people cooperate when thelg gost profit from the
benefit generated by others. Assuming rational decisionngalne would expect an
uncooperative behavior from individuals. Yet, what we oleés the emergence of coop-
eration. In [Nowak 2006], many mechanisms involved withékelution of cooperation
are discussed. The author explains that competition taleee ppetween all organisms,
no matters their complexity, due to natural selection’sgples, but that cooperation is
needed in the construction of new levels of organization.

One well established paradigm for discussing altruistibaveor is the public
goods game. In this game, individuals incur a cost to crebémafit for a group. Notwith-
standing individuals’ decision about contributing, theyoy the benefits generated by the
group. We can observe cooperation emergence in free-gefdevelopment, blood do-
nation, wikipedia, e-bay reviews about sellers, etc. Than issue if, again, we suppose
individuals act rationally. Free-riders would be attralchy the benefits, proliferate and,
at some moment, cooperation would collapse. However, higoeieties have somehow
managed to solve this and great interest and effort has exboated to the study of pub-
lic goods game dilemma. Several mechanisms have been ebposrder to explain this
phenomenon, like sanction, reputation and signaling. Searich 2006, Nowak 2006]
for an overview.



Punishment mechanism has been experimentally studied ekt al. 2006]
with real subjects playing the public goods game. Playensislselect among two insti-
tutions to participate, one of which involving sanction.thors show that individuals do
prefer a sanctioning institution over a sanctioning free,@emonstrating the importance
of punishment to the stabilization of cooperation. This hatsm was also addressed
in [Bazzan and Dahmen 2010] to investigate evolution of epafon among synthetic
persons in a public goods game. Authors propose the creatiammore detailed sce-
nario, where agents can punish, are exposed to bribery angpcaad gossips about their
acquaintances’ contribution profiles.

The contribution profile is inspired by the so called greea+d model, proposed
by Hamilton [Hamilton 1964] and named by Dawkins [Dawking &P In the latter, au-
thor suggests that if a gene arises that not only gives iddals a very distinguishable
physical trait but also a tendency to be altruistic towartteoindividuals who carry the
same trait, mutual altruism between these individualsateublve. In the public goods
game context, the green-beard effect is a metaphor to demiteduals who contribute
when they see other green beards. [Bazzan and Dahmen 20#@Gjeddhe green-beard
principle to include two kinds of beards: the blue and theards. These colors come
from the seminal work of Nowak and May [Nowak and May 1992] loa $patial Iterated
Prisoner’s Dilemma, where blue is used to depict cooparatinle red means defection.

In the present paper we are particularly interested in agased simulation of
public goods game to investigate some open questions ateetfect of different pop-
ulation sizes and punishment costs over the dynamics ofubkcgpgoods game, raised
in [Bazzan and Dahmen 2010]. Also, we extend the model pexpby the authors by
including a reputation-based decision mechanism to broggip phenomenon closer to
reality. In the work developed by [Bazzan and Dahmen 201§8ngs believe in any ru-
mors received about other agents’ profile, regardless wdgehder is. In our model, all
received information is filtered according to the reputatigssigned to other agents, such
that only rumors sent by trustful source will be accepted.

Reputation refers to a collection of opinions that agent® lebout coexisting in-
dividuals in the society based in past experiences. Whendibservation is measured
and quantified, the resulting rating may represent a vatuaibbrmation to assist in de-
cision making. In [Brandt et al. 2003], for instance, neigi) reputation was used for
deciding about whether to contribute with the common poshiatial public goods game.
Although green-beard effect somehow represents a repatabout an individual’s be-
havior, in our work reputation has nothing to do with conitibn decisions, instead, it is
related to gossip spreading. The main motivation of aggimega reputation mechanism
to the model proposed in [Bazzan and Dahmen 2010] is thaalmwerld humans do keep
a register of their past experiences in their memories ddhieg can be later used to help
them decide about what actions to take.

This paper is organized as follows. In Section 2 a brief revédout the public
goods game dilemma will be made. In the sequence, its maptid dynamics according
to [Bazzan and Dahmen 2010] will be explained and furtheaitiebout the reputation
mechanism will be given. Section 4 presents the settingseswuts of simulations run.
Finally, in Section 5 we expose our concluding remarks.



2. Public Goods Game

In its original formulation, this game deals with public spgeng on libraries, community
roads, etc. Individuals are offered to invest their moneg acommon pool, knowing that
the overall invested amount is multiplied by an interes¢ ratd equally divided by all
participants, regardless their contributions. Therefdre group as a whole does better
when all individuals decide to contribute with the publicoboHowever, each individual
faces the temptation to defect and to free-ride on the otttviduals’ contribution.

In theory, the Nash equilibrium in this game is simply zeratcabutions by all.
Nevertheless, the Nash equilibrium is rarely seen in erpanis; people do tend to add
something into the pool. From a theoretical point of vieve thasons for this outcome
are not fully understood but probably involve issues relatesignalling, punishment and
reputation. The two latter have been proven by [Brandt €2@0.3] as useful mechanisms
to improve readiness of cooperation between agents. Intig3hal. 2001], the evolu-
tion of cooperation is explained as a natural consequentteeafooperation as an honest
signal of the member’s quality as a mate. Yet, the effectshafiag such information
between agents have not been studied by the authors. $ignaléchanisms have been
later explored by [Bazzan and Dahmen 2010]. Other formeksvbave shown, for in-
stance, that altruistic behavior prevails in the contexgtodng reciprocity [Gintis 2000]
or between local interacting agents adopting an imitatiestmanism [Bergstrom 2002].

3. Modeling

3.1. General Modd

The basic behavior of our formulation of the public goods gasdefined by a group of
connected individuals or agents, usually disposed#@nxan grid. Each individual must
decide at each time step whether or not to contribute a nuofidekens to the common
pool. If contributing, s/he must also decide about the vali® € [¢min, ¢maz) 10 be
contributed. Overall contributions are multiplied by aterest rate- > 0 and are then
equally divided between all participating agents, incirggasheir wealth. Therefore, the
average contribution and the return per agent are given by Egnd 2.

i) == > ailt) )
Ri(t) = a(t) x 7 = (1) @

An accumulated wealthl” is computed at each time step as shown in Eq 3. Also, each
agent has an average wealth, which is calculated over ticaerding to Eq 4, where,,...
is the number of tokens given to each agent at each time step.

Wit +1) = Wi(t) + Ri(t) + Gmaz 3)
_ Wilt)
w; = Tt (4)

In what follows we explain the model proposed in [Bazzan aatifden 2010]
and already mentioned in Section 1. The dynamics of publaxgagame, repeated for
several time steps, is summarized in three main steps:



1. selectvalue;(t) € [Gmin, Gmaz| 1O CONtribute;

2. randomly draw a free-rider from known agents list and deevhether and how
much to punish; punished agents may bribe;

3. propagate gossip about other agents.

Agents are created with labels which indicate her/his doution’s profile: free-
riders (FC) are in red, while high-contributors’ (HC) idéieation is blue. The proportion
of red beards in the environment is defined by parameiei he idea of the green beard
effect in this scenario is that individuals’ profiles areibis for others agents and, most
important, they influence their decision about contributiAlso, each agent keep for
her/himself a list of observed blue beards (high-contokstB;) and red beards (free-
riders, RR;). Free-riders never contribute to the common pool, i.ey tontributey,,,;, =
0. High-contributors decide how much to contribute depegdin their knowledge about
others players’ profiles. They may contribute with any valu@) € [¢minycs Gmaz)s
defined according to the following rules (where for instanég)| is the cardinality of set
By):

® 4; = Qmingc if |Bz| < |Rz|’
® J; = Gmax, if |Bz| > |Rz ;
o ¢, = random(Gminy e, Gmaz), T | Bil = | Ril.

Return and wealth are then computed. After that, agentsldednether and how
much they will punish. Any member of the red beards’ list m&ydunished and the
choice is random. Punishment mechanism occurs after attagp@ve contributed and it
depends on the average wealth of a given individual and owilliegness to punishu).
Agents will punish only if their average wealth) is higher than the cost of punishing
(cme) multiplied by the factorw. Punished agents may have their balance decreased by
cyou While those who had applied the punishment may t9se However, before punish-
ment costs are applied, the punished agent may try to bribisi@unisher as long as
they are in close neighborhood, i.e. immediate neighbors.

Bribery is only accepted if its value is higher than the intdrthreshold of the
agent who is practising punishment. The internal threstsoddprivate information com-
puted as follows: ageris initialized with a factors; whose value is drawn from a normal
curve with mean 2 and deviation 1. This factor is multipligdie agent’s average wealth,
determining the minimum bribe accepted by this agent. Adgmnts are created with a
factor \;, which is multiplied by its average wealth in order to spgtife maximum bribe
paid by this agent when s/he wishes to tempt bribe. The wedlglayers: and j, in-
volved in punishment and bribery processes, are then updat®rding to the following
rules. If bribery did not happened or was not accepted, aatated wealths of and
are updated tdV; = W, —c,,. andW,; = W, — ¢,,,,, respectively. However, if bribery was
accepted, playey is transferred from red beards’ list to blue beards’ list layer: and
accumulated wealths are updated suchthat= W; + 3;w; andW; = W; — \w;.

In the last stage of the algorithm described in [Bazzan arfthizan 2010], agents
may spread rumors about their blue and red beards’ listsprdhability p,. When this
condition is verified, agentsends a message to each one ofiteighbors containing
this information. When an agent receives a message, sies fdtt all rumors involving
the close neighbors. This avoids that this agent is led tie\aIn erroneous information
about her/his own neighbors. This is a reasonable assumgitioe the existing relation-
ship allows them to check directly the real beard color okite neighbors. At the end of



each round, agents with negative average wealth are elietindhe number of steps for
which this dynamics will be repeated is givenyy,...

3.2. Reputation Mechanism

As previously mentioned, in this work we extend the modelkdbsd in the previous
section, aggregating a reputation mechanism betweensageeputation refers to a col-
lection of opinions that agents have about coexisting iddials in the society. When
this observation is measured and quantified, the resultitigg may represent a valuable
information to assist in decision making. In [Mui et al. 2008 study about reputation
across several subjects was discussed and authors cahthadeeputation is a multiple
parts notion and a context-dependent quantity. In eleirmymmerce environment, for
instance, reputation has been applied as a modeling frarkefeellers’ reliability aim-
ing to encourage transactions. In social contexts, sucheagarated prisoners’ dilemma
game, reputation was already used to explain cooperatitweka selfish individuals:
agents decide whether to cooperate or defect based on tl@epufs reputation, which
is inferred from the ratio of cooperation over defection.

The main goal of including a reputation mechanism in the ijpuippods game’s
dynamics described in Section 3.1 is to make the model ever detailed and allow
agents to decide whether or not they will believe in the gnospread by their neighbors
based on the reputation associated to them. As rumors miaglenerroneous information
about red beards who have previously bribed other agents &bbut their contribution
profile, the fact that an agent will only believe in infornaatioriginating from a trustful
source may influence in the overall cooperation and wealjhadgling a reputation veri-
fication to the gossip mechanism, all information comingrfri@igh-reputation neighbors
will be accepted, while those sent by low-reputation neggbhbvill be rejected. This no-
tion of low and high reputation is variable between agentsyiding more dynamism to
the environment.

At the beginning of the simulation, each agent sets the agjoutof her/his neigh-
bors to 0. Simultaneously, a facteyis sampled for each agent from a normal distribution
with mean 1 and standard deviation 1. This factor repregbatagents’ demanding pro-
file in respect to their neighbors’ reputation, i.e. the mmnm reputation required to
accept any propagated rumors. Consequently, on averagelunals will demand a min-
imum reputation equal to 1. Also, two extreme situationd happen, characterizing
agents with antagonistic profiles: some agents will be velgrant with their neighbors
(cy; < 0), while others will be very rigorous about their neighbaesputation {; > 2).
Therefore, the variation in agents’ demanding profiles $oasited to they; factor.

When rumors are received, the agent verifies if the reputagsociated to the
neighbor who sent them is greater than her/his internatstimid. If not, this agent will
ignore all the information received. However, if the neighbas a higher reputation, the
agent will not only believe in the rumors, but also check éthio not conflict with her/his
own knowledge, i.e., if agents labelled as free-riders afadt in her/his red beards’ list
and if the high-contributors spread by the neighbors aradhifi her/his blue beards’ list.
This process is done only for gossip about agents who aradginmember of any of the
agent’s lists; unknown players will be directly added in toeresponding list according
to the received information.



The reputation associated to a gossiper neighbor is a dgnaathie, which is up-
dated according to the information previously sent by her/hThis is done such that
neighbors who usually propagate correct information wélé higher reputation and
therefore, higher chances to spread her/his gossips. Isantygossip goes against the
receiver’'s knowledge about other agents’ contributiorfij@othe responsible neighbor
will have her/his respective reputation decreased by atanhgated,... Otherwise, the
reputation associated to this neighbor will be increased,hyas well as the probability
of acceptance of her/his gossips in subsequent time steps.

3.3. Tools

The public goods game was modeled in Netfggocommonly used tool for agent-base
simulations. Each agent has two types of attributes: loedlgobal. Global attributes
are shared by all agents and remain constant over time, Vduié attributes may vary
between agents and during the simulation. Agents’ atiegbate summarized in Table 1,
where G denotes global attributes and L stands for locabatés. The list of scenario’s
attributes and their possible values according to modeifsdions are shown in Table
2. The environment is set up at the beginning of each sinmratccording to the data
retrieved from those variables.

Table 1. Agents’ attributes.

Attribute | Description Type
Crme cost to punish G
Cyou cost if punished G

w willingness to punish G
wo initial wealth G
Odec decrease rate of reputation G
Oinc increase rate of reputation G
Amin minimum contribution for free-riders G
Gmingc minimum contribution for HC G
Grmag maximum contribution G
T; tag of agent L
N; neighbors’ list ofi L
B; blue beards'’ list of L
R; red beards’ list of L
¢ contribution ofi L
W; accumulated wealth af L
R; return received by L
W; average wealth afover time L
Bi percentage ofy; offered as bribe L
Ai factor to compute minimum accepted bribe L
; minimum reputation required by L
i reputation associated byo its neighbors L

4. Simulations and Results

4.1. Settings

Different tests were made with the model created in Netloglbe experiments’ goal
is to investigate the impact of the population size, the glumient costs and the in-

http://ccl.northwestern.edu/NetLogo/



clusion of a reputation mechanism over the basic dynamioseg in Section 3.1.
The main model’'s parameters were configured exactly as thables’ values used in
[Bazzan and Dahmen 2010], so that results comparison ishp@ss = 1.2, ¢, = 5,
Cyou = 20, W =3, ¢min = 0, Gminge = 10, ¢mar = 20 andpp = {25, 50, 75}. The scenario
Is originally composed by, = 225 agents disposed in x 15 grid. For experiments
involving the test of different population sizes or punigmncosts, we varied parameters
n and the rate,,./c,.,, respectively, while the tests of the reputation mecharvisre
performed maintaining the original variables’ values. lR&ss$ analysis is made based on
the average contribution (Eg. 1) and the average accunduwiagalth (Eq. 4) collected at
the last time step over 30 runs of the same simulation setiferemark that contribution
is an instantaneous score.

Table 2. Model’s attributes and their possible values.

Attribute | Description Possible values

n population size {21,49,81,121, 225}
DR percentage of free-riders {25,50,75}

r interest rate [1.0:0.1:1.5]

Dg probability of gossip 10:10:100
tmax number of game steps 50 : 50 : 300

N number of simulations to perform [1:1:30]

p? activate/deactivate punishment {true, false}

g? activate/deactivate gossip {true, false}

r? activate/deactivate reputation {true, false}

4.2. Experiments

The first experiments derive from [Bazzan and Dahmen 201@]cansist of a variation

of the free-riders’ percentage, combining it with the aatiion of punishment and bribery
mechanisms and with different gossip probabilities. Theppse of these experiments
was to test the model and verify if the observed behavior hestevith the one described

at [Bazzan and Dahmen 2020]Results are shown in Table 3. As expected, the greater
the percentage of free-riders in the environment, the ldiveraverage wealth and con-
tribution of players, since the decision of whether and haveimto contribute is directly
related to the number of red beards an agent knows. Bedesctivation of punishment,
and hence bribery, and gossip mechanisms seems to inchegeeerage contribution due

to more elimination of free-riders.

In the sequence, we repeated the experiments of [Bazzanamué&h 2010] for
different population sizes, aiming to examine if the systiymamics is affected by this
parameter. We tested = {49,81, 121} for a scenario with and without punishment
mechanism and compared it to the results published by theewfor a scenario with
225 agents. The simulations’ results are shown in Figuretis possible to observe
that the mean for both average contribution and averagevadeated wealth haven't suf-
fered significant variation, meaning that this parametensenot to interfere in the basic
dynamics of the public goods game. The most visible changes happened when
punishment mechanism is activated (right column), splgdiat a scenario with 50% of
free-riders.

2The original implementation was not made in Netlogo, bungSeSAm.



Table 3. Average wealth and average contribution in the last time step
over 30 simulation runs obtained with our model for scenario s proposed in
[Bazzan and Dahmen 2010].

< w; > < q; >

pr | p? | ps | avg. | std. | avg. | std.
false| 0 | 22.97| 0.16| 13.86| 0.86
true | 0 | 21.97| 0.84 | 18.86| 0.46
25% | true | 20 | 24.04| 0.04| 19.98| 0.03
true | 50 | 24.02| 0.03 | 20.00| 0.00
true | 70| 24.02| 0.03 | 20.00| 0.00

false| 0 | 21.62| 0.16| 7.13 | 0.85
true | 0 | 17.30| 0.94 | 13.50| 1.67
50% | true | 20| 23.42| 0.26 | 19.93| 0.09
true | 50 | 23.62| 0.13| 19.99| 0.00
true | 70 | 23.66| 0.10| 20.00| 0.00

false| 0 | 20.77| 0.10| 2.89 | 0.50
true | O | 16.34| 0.49| 6.59 | 0.76
75% | true | 20 | 13.70| 0.56| 8.08 | 2.25
true | 50 | 14.20| 0.54| 7.82 | 2.91
true | 70 | 14.13| 0.45| 8.76 | 2.75

Later, we ran simulations using distinct values of punishhoests, varying the
rate betweem,,./c,.,. We tested ratios 1:1, 2:1, 3:1 e 5:1. Ratio 4:1 is the origine,
used in [Bazzan and Dahmen 2010], thus it was not includedisnsiet of simulations.
The results, depicted in Figure 2, show that the greater ifferehce betweemr,,. and
cyous the higher the contribution level and, therefore, the agemwealth of agents. Thus,
this parameter has a direct effect over the game’s dynaifiigs behavior is probably due
to the fact that a higher punishment cost causes more fileesrto be eliminated, which
affects the decision of other agents about how much to dwnri&i At this point it is worth
to remind that the decision about whether and how much tospusidirectly related to
the number of free-riders known by each agent. The effeattbemean average wealth
was more remarkable for ratio 5:1, in which. = 5 andc,,, = 25. In this case, a
significant raise in individuals’ wealth can be observeddibpercentages of free-riders.
Other proportions have resulted in similar marks for scesawith 50% and 70% of free-
riders, and a more expressive variation is observed wheratbef free-riders is 25%.

The last step performed in this study consists of the inclusif the reputation
mechanism, described in Section 3, by which agents will idenghe rumors received
from their neighbors depending on the reputation assigné¢ldem. Reputations are dy-
namically modified based on the veracity of information reeg. WWhen an agent receives
rumors from her/his neighbor that goes against her/his avemdedge, this neighbor will
have the reputation decreased by faétpr. Otherwise, if the information matches or if it
refers to a new knowledge, the neighbor’s reputation wiliheeeased by factaf;,.. The
motivation is that individuals will become more selecti®at the rumors spread by their
neighbors, ignoring the erroneous information usuallyt bgrthose with low reputation.

First, we tested the case wheg. = ¢,,. = 0.2 and observed how the inclusion
of a reputation mechanism affects the basic dynamics of tiigpgoods game. Figure
3 shows a comparison between the average wealth and cdmnlbar a scenario with
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and without this mechanism. The graphs’ legends are showheibhottom left subfigure.

To help in results’ interpretation, we also plot the averagmber of agents eliminated.
As one can notice, for most of used settings, the activatfaiie mechanism caused
a reduction in the average wealth and contribution. The tcaverage contribution is
closely related to the reduction in the amount of eliminatetividuals (Figure 3-c), who

generally have a free-rider profile.

A larger concentration of free-riders in the scenario cawsmtribution levels to
decrease. This fact alone justifies the small variation ialtheand contribution values in
the scenario with 25% of free-riders, in which the eliminatof non-contributing agents
has little impact on the dynamics. However, an unexpectetllsncrease in the average
wealth may be observed when the percentage of free-rideuigl to 75%. We suspect
that the reason of this behavior is related to the highertweaincentration between free-
riders. Since the only cost they have is the punishment edstn not punished their
accumulated wealth increases substantially. When moeeriders agents remain in the
scenario, which is the case as players elimination rateedsed, total accumulated wealth
is higher and, consequently, also the average wealth.
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Figure 3. (a) average wealth, (b) average contribution and ( ¢) average number of
eliminated players between scenarios with and without repu tation mechanism.
The graphs’ legends are shown in the left subfigure.
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Figure 4. Average contribution and wealth for group of playe rs with lowest and
highest demand about their neighbors’ reputation.

To better understand the consequences of including a tegutaechanism in a
scenario like the public goods game, we run some simulafiaieving more closely
agents who have antagonistic profiles. We selected the grbagents who require low
reputation from their neighbors, i.e. agents who haie) < «; < 0, whom we call
tolerant agents, and the group of most demanding playershose who have0 < «; <
3.0, to whom we refer to as rigorous agents. For these, we plaitbeage contribution
and wealth in Figure 4. In this figure one can observe thatiffereince is modest but yet,
the group of rigorous individuals tend to contribute lesthay rarely accept information
about briberies propagated by their neighbors. Theretbes; red beards’ list is more
extensive than their blue beards’ list. Thus, accordindgh&relationships in Egs. 2 and
3, their average accumulated wealth is higher on average.

Two other variants were tested: i) the case whigre= 0.2 andJ;,. = 0.3; and ii)

dqec = 0.3 @ando;,. = 0.2. These values simulate the cases in which agents attaamctlist
relevance levels to mistakes and hits contained in receivwedrs. Results are depicted
respectively in Figures 5-a and 5-b. No significant variatiothe behavior of curves for
average accumulated wealth and average contributioreglattboth figures is observed.
Therefore, one concludes that the fact that an individuathes more importance to the
mistakes §g.. > dine) OF hits ;.. > d4e.) Made by her/his neighbors seems not influence
the results qualitatively. In quantitative terms, the a@sare minor and occur mainly in



scenarios with 50% of free-riders.
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Figure 5. Average contribution and wealth for agents with lo west and highest
demand about their neighbors’ reputation when a) Odec < inc aNd b) dgee > dine.

5. Conclusion

In this work we have investigated the effects of parametecht &s population size and
punishment costs on the dynamics of public goods game usinggant-based simu-
lation. Also, we proposed a more detailed scenario for gosgreading based in the
concept of reputation. Our main concluding remarks may lmensarized as follows.
The basic dynamics, in which the more red beards are seemskerlthe contribution
and wealth of agents, is insensible to variations in the efzpopulation. We tested
valuesn = {49, 81, 121, 225} and no significant change in average wealth and contribu-
tion was observed. Regarding the punishment costs, we reddtie ratio 4:1 applied
in [Bazzan and Dahmen 2010], whetg. = 5 andc,,, = 20, using ratios 1:1, 2:1, 3:1
e 5:1. We observed that the greater the difference betwgeandc,,,, the higher the
contribution level and, therefore, the average wealth ehég) This effect is related to the
fact that a higher punishment cost causes more free-riddrs éliminated, which affects
the decision of other agents about how much to contribute.

The reputation mechanism caused a decrease in the averalje aed contribu-
tion. The lower average contribution is closely relatedh® teduction in the amount of
eliminated agents, who generally have a free-rider pro#éso, we observed that the
rigorous agents rarely accept information about bribeaiet therefore, they tend to con-
tribute less because their red beards’ list is more exteritean their blue beards’ list. The
relevance of such simulations is the studying more realishaviors. In fact, our results
hold a similarity with real-world situations: Human beirgdgs select in which partners to
believe, according to a reputation degree assigned to thbis reputation reflects some-
how the trustful level of agents based on past experiencesvekbr it causes a loss of
utility (here contribution level). For instance, someorgybelieve in a partner even after
this partner has shared wrong information a couple of tinkiEsvever, at some point, a
bad reputation will be attached to the sender and no morepmsseead by her/him will
be accepted in the future.

Once a bad reputation is earned, agents will no longer havepportunity to



spread their gossips to those neighbors whose threshoidherthan their own repu-
tation. This is surely not representative of real life. Tefere, it would be interesting
to refine the model so that it becomes even more close toyedlite first direction in
which it could be modified is to allow agents to decide, withiaeg probability, if they
wish to give a second chance for neighbors with low reputatithis may be referred as
the "forgiveness probability”. Also, we judge interestitagtest a different and nonlinear
strategy of reputation update, which is more characterdtihe real world.
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